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A R T I C L E  I N F O   

Keywords: 
Multiblock data 
Tokaj wine 
One class classification 

A B S T R A C T   

New approach to deal with food authentication by modelling methods based on data recorded from different 
sources is proposed and called OC-PLS, combines an orthogonalization step between the different data sets to 
eliminate redundant information followed by definition of an acceptance area for a target class by OC-PLS. The 
proposed method was evaluated in two case studies. The first study used a controlled scenario with simulated 
data. In the second case study, the approach was applied using UV–VIS and IR data, in order to differentiate 
Slovak Tokaj Selection wines of high quality from other lower market value wines from the Slovak Tokaj wine 
region. In both cases, better results were reached than when individual blocks of data were achieved. The 
proposed method proved to be effective in properly exploring common and distinct information in each data 
block. The best compromise between sensitivity and selectivity in the prediction step was achieved.   

1. Introduction 

Food integrity analysis is the most comprehensive term used to cover 
various aspects of food analysis, such as quality, safety, confirmation of 
the use of declared processing technology, fraud detection, or supple
ment of valuable food constituents by cheaper synthetic ones with lower 
dietary value. The first three aspects can be confirmed by detailed in
spection to ensure that the food complies with the current regulations 
(Robson et al., 2021). The last two are related to mitigation and crime 
prevention. In other words, the idea of food integrity is to prove that a 
food is what it claims to be (Montgomery et al., 2020; Robson et al., 
2021). 

In recent years, much effort has been devoted to development of 
effective methods to ensure and confirm food integrity (Montgomery 
et al., 2020). These methods cover various analytical approaches, like 
evaluation of food dietary properties including macro and micro
nutrients (Araújo et al., 2021; Gamela et al., 2020), detection and 
quantification of toxic substances naturally occurring due to degrada
tion processes (Pinto et al., 2016), detection of adulterants (Reile et al., 
2020; Xie et al., 2021), authentication with respect to geographical 
origin (Arndt et al., 2021; Qi et al., 2021; Ríos-Reina et al, 2020), brand 
(de Lima et al., 2020) or the prescribed production technology employed 

(Sandler et al., 2021). With regard to food integrity, an important aspect 
is related to fraud; this group of non-conformities is deliberately pro
duced in order to obtain undue profits (Montgomery et al., 2020). 
Therefore, an integral product must be completely fraud free. 

Nowadays, analytical methods must fulfil common requirements 
such as having a fast analysis time; being cost-effective, efficient and 
robust; if possible being non-destructive and / or non-invasive and eco- 
friendly with low waste and hazardous residues generation, involving 
less solvent consumption and ideally combining with multivariate ap
proaches. Despite progress achieved during past 15 years, there are still 
gaps that need to be filled due to the wide complexity of food matrices. 
Additionally, frauds are highly dynamic, sophisticated and are devel
oping rapidly, so inspection methods need some time to uncover novel 
“fraud approaches” (Ulberth, 2020). 

Within the context of the use of chemometrics tools for food 
authenticity analysis, two ways have shown a significant development in 
the last decade. Those are multiblock (Nᴂs et al., 2013; Smilde et al., 
2017) and one class classification (Oliveri & Downey, 2012). The first 
one is related to simultaneous analysis of several data blocks from 
different sources (Mishra et al., 2020; Campos & Reis, 2020). The 
combined use of multiblocks of data can provide an enhanced and 
comprehensive understanding of the common and the distinct 
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information coming from different sources. Furthermore, it can guar
antee higher efficiency, sensitivity, and selectivity. In many cases, two or 
more data blocks are just placed side by side in a row-wise augmented 
structure and treated as if they were a single block by conventional tools 
such as principal component analysis (PCA), partial least-squares (PLS). 
(Alamar et al., 2020; Jurado-Campos et al., 2020). Unfortunately, this 
strategy does not consider the intrinsic characteristics of the multiblock 
systems resulting in worse classification efficiency. For adequate 
modelling of multiblocks, a series of methods has been proposed in the 
literature that explicitly consider the structure of the common and the 
distinct data information (such as Common Dimensions (ComDim) 
(Cariou et al., 2018), Distinct and common simultaneous component 
analysis (DISCO-SCA) (Schouteden et al., 2013), Multi-block principal 
component analysis (MB-PCA) (Trygg & Wold, 2003), Multi-block par
tial least-squares (MB-PLS) (Nᴂs et al., 2013), Sequential orthogonal
ized partial-least squares regression (SO-PLS) (Biancolillo et al., 2015) 
and others as described in (Smilde et al., 2003)). 

The second one is based on the use of class modelling tools to solve 
food integrity problems (Rodionova et al., 2016). Although the vast 
majority of published works use discriminating methods like linear 
(LDA), quadratic (QDA) and PLS (PLS-DA) discriminants, the literature 
over past 10 years has shown that these approaches are conceptually 
misleading (Brereton, 2011; Rodionova et al., 2016). Discriminative 
methods are based on the definition of a boundary between classes; this 
means that all classes contributed to the definition of the decision rule 
equally and therefore must be properly sampled. In authentication 
studies, this is not a trivial or even possible task. On the other hand, class 
modelling strategies focus on delimiting borders for each class individ
ually. They are also called one class methods, because each class is 
modelled separately (Oliveri et al., 2021). In an authentication study, 
the authentic class is treated as a target class, and modelled with no non- 
authentic samples’ contribution. In the prediction stage, if an unknown 
sample does not match the target class, it is considered as non-authentic. 
The great advantage is that this approach does not require inclusion of 
all possible forms of fraudulent samples. 

To the best of our knowledge the contributions found in the literature 
when using one class in food authentication have not included data from 
different sources; on the other hand, when data fusion/multiblock 
methods are used, the modeling is always discriminate (Azcarate et al, 
2021; Borrás et al, 2015). Ultimately, when modeling methods are used, 
they are conducted in a compatible mode as described elsewhere 
(Rodionova et al., 2016). Some recent multiblock/data fusion and class- 
modelling in food authenticity applications are listed in Table 1S to 
describe the problem mentioned above. 

Authentication studies must be performed by modelling methods and 
the combination of multiple data blocks could significantly improve the 
results. In this work, we propose to explore the advantages of multiblock 
models to consistently deal with food authenticity problems via one- 
class approaches. The proposed method, called sequentially orthogo
nalized one class partial least square SO-OC-PLS, includes a sequential 
orthogonalization step to treat the different data blocks that are 
modelled via one class PLS in a rigorous way. Our approach was eval
uated in two case studies. The first one was a controlled scenario with 
simulated data. Furthermore, it was also applied to the classification of 
Tokaj Selection wines, a noble sweet wine produced in Tokaj region that 
falls close to the border between Slovakia and Hungary. The approach 
combined ultra-violet and infrared spectroscopy data. 

2. Theory 

2.1. Notation 

In following text, matrices, vectors and scalars will be denoted by 
bold capital letters, bold lowercase letters and italic characters, 
respectively. The T superscript indicates the transpose of a vector or 
matrix. 

2.2. One class partial least square – OC PLS 

One class partial least square (OCPLS) proposed by Xu et al. (2013, 
2014), combines one-class modeling suitable for authentication prob
lems with the versatility of PLS. The regression equation is given by: 

y = X(I×j) × b(j×1) + e(I×1) (1) 

In traditional discriminant PLS, X is fitted to a dummy matrix (Y) 
where 1 indicates that the ith sample belongs to the nth class, and zero 
indicates the opposite. However, in the OC-PLS training step, just sam
ples belonging to the target class are present. In Equation (1), y repre
sents a vector of elements equal to 1 and X are matrices of instrumental 
responses recorded in j feature for i training samples, b is the regression 
vector of the PLS model and e are the residues of the model. It is 
important to note that X cannot be column centered; this would make all 
column vectors in X orthogonal to y. The standard deviation (σe) by 
leave one out cross validation (LOOCV) is used to guide the selection of 
the suitable number of latent variables or factors (A), it is computed by 
Eq. (2). 

σe =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑I

i=1
(1 − ŷi − μ̂e)

2

dof

√
√
√
√
√

(2) 

Where ŷi is the predicted response by the model; μ̂e is mean of 
training errors and dof are degrees of freedom (i-1). After selecting an 
appropriate number of factors based on minimizing the σe value, the 
final model is computed, while two different types of distance are used 
to estimate the acceptance area of the target class. The first one is the 
absolute centered residual (acr) that can be interpreted as a dispersion 
measure of the projection onto the regression coefficients estimated by 
OC PLS for A factors (Xu et al., 2013). The acr vector can be calculated 
by Eq. (3). 

acr = |1 − ŷi − μ̂e| (3) 

The acr is assumed to have a normal zero-centered distribution. The 
upper confidence limit (acrul) can be estimated by the following Eq. (4) 
(Xu et al., 2011): 

acrul = Zα/2×σ̂e
(4) 

The second type of distance is computed in the space of the scores 
(score distance – SD, see eq. (5)) that has Hotelling’s T2 distribution and 
measures the distance of a sample to the center of the target class in the 
space of the scores defined by the A factors. 

SD =
∑A

i=1

(
ti,a − t

)2
i

s2
i

(5) 

where ti,a is the ith score vector included in the model, ti and si
2 are 

the mean and variation of the ti vector respectively. Since SD follows a 
T2 statistic, the upper confidence limit (SDul) can be calculated by Eq. (6) 
(Xu et al., 2011) considering F-distribution critical value (degrees of 
freedom: A, I – A). 

SDul =
(I − 1) × A
I × (I − A)

× Fα(A,I− A) (6) 

Then acrul and SDul are combined to define a rectangular acceptance 
area for samples of the target class at a statistical significance (α1 and α2 
acrul and SDul respectively). In the prediction group, unknown samples 
that fall within the acceptance area are considered authentic and belong 
to the target class; otherwise samples that do not fall within the accep
tance area are rejected in the target class. Note that the area of accep
tance is defined considering only the target class; this type of model is 
known as a rigorous approach (Brereton, 2011; Oliveri et al., 2021; 
Rodionova et al., 2016; Xu et al., 2013, 2014). 
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2.3. Proposed Method: SO-OC-PLS 

The proposed Sequentially Orthogonalized One Class Partial Least 
Squares (SO-OC-PLS) method combines multiblock data processing by 
means of a sequentially orthogonalized (Brereton, 2011) approach in 
latent variable space with one class classifier. The following is a 
description of SO-OC-PLS (Ballabio, 2015; López et al., 2014) for two 
hypothetical blocks X1 and X2; this approach, however, can be easily 
generalized to three or more data blocks. The contribution of two blocks 
to predicted response (ŷ) can be described as indicated in Eq. (7). 

ŷ = X1(I × J) × b1(j×1) +X2(I × k) × b2(k×1) (7) 

Where X1 and X2 are the blocks of data that were recorded for the 
same set of samples and came from different sources. They can have 
different column dimensions, in these cases expressed as J and K 
respectively. The b1 and b2 are the regression vectors computed 
sequentially by PLS. Firstly, the model is fitted over block X1 (see Eq. 
(1)) and then block X2 is orthogonalized with respect to the first one in 
the score space to remove redundant information in the final model as 
shown in Eq. (8). 

X2ort = X2 − TX1
(
TT

X1TX1
)− 1TT

X1 × X2 (8) 

where X2ort corresponds to the second data block after orthogonali
zation in the space of the X1 scores, contained in the TX1 matrix. Then 
X2ortand y-deflected (computed according to Eq. (9)) are fitted by PLS as 
shown in Eq. (10). 

ydefleted = y − X1b1 (9)  

ŷdefleted = X2ort × b2 + e2(I×1) (10) 

The appropriate number of factors for block 1 (A1) and block 2 (A2) 
are estimated using LOOCV employing an inner loop from 1 to A1max; 
and 1 from A2max. Amax refers to the maximum number of latent vari
ables set by the user for each pair A1, A2. The standard deviation σe as 
defined in Eq. (2) is calculated. The final model is estimated considering 
the optimal values of A1 and A2. The final answer considering both 
blocks is given by Eq. (11). 

ŷ = X1(I×J) × b1(j×1) +X2ort(I×k) × b2(k×1) (11) 

Note that b1 and b2 are the vectors of regression coefficients ob
tained by sequential PLS models (see Eq. (12)). In the case of b1, 
computation is based on the model fitted between X1 and y. The b2 
vector, on the other hand, is estimated to fit to the PLS model between 
X2ort (Eq. (8)) and ydefleted (Eqs. (9) and (10)). 

b = W
(
PTW

)− 1qT (12) 

Where W, P and q are the PLS loadings weights, loadings and 
regression coefficients in score space respectively. A step-by-step 
description on how to compute so-pls can be found elsewhere (Næs, at 
al 2010). 

The acceptance area is defined according to procedure described in 
section 2.2 One class partial least square – OC PLS, but Eq. (5) is modified 
to consider the contribution of both blocks given Eq.13. 

SD =
∑B

b=1

(
∑Ab

i=1

(
ti,a − t

)2
i

s2
i

)

b

(13) 

Where B is the number of blocks being considered in multiblock 
modeling, and Ab the number of latent variables in the Bth block of data. 
It is important to note that in SO approaches, the second block is 
orthogonalized with respect to the first in sequential mode making the 
two PLS models independent of each other. As the models are orthog
onal to each other, the final answer will be additive (Nᴂs, at al 2010), 
making it possible to compute the distance from the sample to the center 
of the training in score space set as shown in (13). 

Once the α1 and α2 values are defined, the acceptance area of the 
target class is built. Test set samples are processed according to Eq. (7), 
and the values of acr and SD are calculated. The test samples that present 
values of both metrics compatible with the training set will fall within 
the acceptance area and can be considered as a part of the target class (or 
regular sample). On the other hand, samples that exhibit higher values 
for one of the distance measures or both, will be classified as target class 
outliers. Samples not belonging to the target class can be categorized 
into three different types of outliers: type 1 with large SD and small acr; 
type 2 with small SD and large acr; and type 3 with both large SD and acr 
(Ballabio, 2015; López et al., 2014; Pomerantsev & Rodionova, 2013). 
The sequentially orthogonalized partial least squares approach takes 
information sequentially from each block of data, for that reason it is 
important to treat the chosen order of the blocks by SO-PLC to deliver 
different results. These differences will occur because the spaces span
ned by Tx1/X2ort and Tx2 and X1ort are not the same. A good practice is 
to permute the blocks and check the quality of the results in order to 
choose the most convenient order (Campos et al., 2017). 

3. Experimental section 

3.1. Simulated data 

The data set was simulated in order to demonstrate an algorithm of 
the proposed method and to highlight its superiority in relation to the 
application of typical methods used for processing as two independent 
data blocks placed side by side or row-wise agumnetated matrix. Firstly, 
six Gaussian profiles were generated, as shown in Fig. 1Sa using Eq. (14). 

p =
∑I

i=1
e−

(x− μ)
σ (14) 

where X is a 1 × 100 vector, μ and σ define center and width of 
Gaussian profile. If i is greater than 1, multimodal profiles were gener
ated. In addition to the target class (C1), two non-target classes (C2 and 
C3) were created by combining the profiles in Fig. 1Sa according to 
Table 2S. Class 1 (target) samples are distinguished from Class C2 
samples by the information contained in block1 and from Class 3 based 
on information from block 2. The training set contains 100 target sam
ples while test set 250 samples of the target class and 150 samples for 
each non-target class. The dataset was created by the sum of the profiles 
specified in Table 1S with different weights (w) generated by the MatLab 
normrnd function. 

The mean values and standard deviation of the weights (w) for each 
profile were selected to generate up to 10 % overlap between the target 
and the non-target classes. The training and test sets (see Fig. 1Sb) are 
composed of two matrices named Xtrainblock1/Xtrainblock2 and Xtest

block1/Xtestblock2, each sized 100 × 100 and 500 × 100 respectively. For 
all samples, normally distributed noise of 1% was added to the data. 

3.2. Wine classification 

3.2.1. Samples 
Varietal Tokaj wines, Tokaj cuvée, different Tokaj “putňa” selections 

and Tokaj essence of vintages (1959–2017) were included in this study. 
All 58 samples were stored in bottles at 4 ◦C. After opening, each wine 
aliquot was transferred into a 20 mL vial and equilibrated at 20 ◦C before 
measurements. The samples were obtained directly from producers. 

3.2.2. UV–VIS spectra 
UV–VIS spectra were recorded using the Shimadzu UV-1800 Spec

trometer with tungsten-halogen and deuterium lamps. UV PROBE 2.33 
software was used for spectral acquisition and data processing. Samples 
were placed into the conventional 10 × 10 × 45 mm quartz cell. UV–VIS 
spectra of diluted wine samples (1% w/w in water) were obtained in 
wavelength range 190–1100 nm with 1.0 nm of sampling interval and 
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slit width of 1.0 nm. 

3.2.3. Infrared spectra 
IR spectra were recorded with the Customs Laboratory of the 

Financial Directorate of the Slovak Republic which is accredited ac
cording to ISO/IEC 17025:2017. The IR spectra of the Tokaj wines 
samples were obtained using a Shimadzu IR Prestige-21 infrared spec
trometer and the ATR method (attenuated total reflectance) in the re
gion of 4000–650 cm− 1 on average of 16 scans, with a resolution 4 cm− 1. 
Sample was measured directly without pretreatment. The measured 
amount of the sample was 1 mL. The wine samples were dried for 4 h in 
an oven at 105 ◦C until constant mass. 

3.3. Software 

All calculation was carried out in a MatLab 2010a environment. The 
training set contained 30 wine samples form target group of 40 wines 
selected by by the Kernnard-Stone algorithm (Xu et al., 2011). Addi
tionally, a test set contained 10 target and 18 non-target wine samples. 
For the UV–VIS spectra the following region of interest (ROI) were 
defined as 199 to 490 nm; base line IR spectra were corrected by first 
derivative Savitzky-Golay filter with 15 points and second order poly
nomial (derivative spectra can be visualized on Fig. 3S). PCA32 and OC- 
PLS30 calculations were carried out using toolboxes available at https: 
//michem.unimib.it/ and http://www.tinyupload.org/q3fvf84wj6g 
respectively. All other calculations were performed using homemade 

Fig. 1. Standard deviation of residuals in cross validation (a) for individual and row-wise augmented data, (b) the proposed method and acceptance area considering 
α1 (SD) = 0.05 and α2 (acr) = 0.05 for (c) block 1, (d) block 2, (e) row-wise augmented and (f) proposed method. Blue squares are the true positives and red squares 
are the false negatives. The green lines represent the limits of the acceptance area. (For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 
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routines, available by request from the corresponding authors. 
The proposed method was evaluated in relation of individual data 

blocks and row-wise augmented data considering the sensitivity (López 
et al., 2014) (SEN), selectivity (SPC) and efficiency (Eff) as shown in Eqs. 
(15), 16 and 17, where TP, TN, FP and FN mean true positive and 
negative, false positive and negative. 

SEN =
TP

(TP + FN)
(15)  

SPC =
TN

(TN + FP)
(16)  

Eff = (TP + TN)

(TP + FP + TN + FN)
(17)  

4. Results and discussion 

4.1. Simulated system 

Simulated data set was designed to show the benefits of the proposed 
method. In the first step, both blocks 1 and 2 were modelled by OC-PLS 
followed by reorganization to side by side row-wise augmented struc
ture. The prepared dataset underwent OC-PLS treatment and finally was 
processed by SO-OC-PLS. For all cases, the same criteria were adopted to 
select an appropriate number of latent variables as shown in Fig. 1. 

The minimization of standard deviation of residuals calculated by 
LOOCV (σcv), depicted for both blocks and row-wise augmented data 
(see Fig. 1a), was used to guide the choice of the number of latent var
iables in each data set. The best number of factors were 2 for block 1, 1 
for block 2 and 4 for the row-wise augmented matrix. In our proposed 
methods, the LOOCV process consists of a nested loop, thus σcv is a 
function of the latent variables of both blocks, as can be seen in Fig. 1b. 
The lowest σcv was found for 2 and 1 LVs in blocks 1 and 2 respectively. 
Considering the number of factors mentioned above for each case, the 
distances acr and SD were calculated and the acceptance areas (Fig. 1) 
were built for both α equal to 0.05. 

Since all samples belonged to the target class, only two status are 
possible, those that fall within the acceptance area are true positives, 
otherwise they are false negatives. The sensitivities reached were of 
0.89, 0.95, 0.91 and 0.93. In general, the results are satisfactory 
considering both α level 0.05. The proximity of the sensitivity values 
close to 1-α indicates the appropriate choice of the number of latent 
variables, indicating that the sensitivity in training set is in agreement 
with the a priori α value. 

When the boundaries of the acceptance area are set to an α value in a 
large data set, as in this simulated case, some samples will appear 
naturally outside of the acceptance area. This means that samples with 
3σ (in terms of acr or SD) value belong to the target class but are located 
outside region of interest, thus they are considered as extreme samples 
of the selected population (Pomerantsev & Rodionova, 2013). Note that 
only outlier type 1 was identified in this simulated data set using the 
calculated area of acceptance (Fig. 1f). In addition, when both data 
blocks were combined, a more comprehensive description of the sam
ples was achieved. None of the type 3 outliners was observed, suggesting 
that multiblocks can improve quality of results especially when they are 
treated properly. 

Afterwards, all modes of predictive capacity were evaluated to 
classify target and non-target samples in the independent data test set. 
The location of the test set samples in relation to the acceptance area, 
defined as a 95 % confidence level, are shown in Fig. 2S. The sensitivity, 
specificity and efficiency for different α values is summarized in Table 1. 
As can be seen, individual blocks did not achieve a high efficiency 
classification, even if the data were combined in a row-wise augmented 
matrix. This finding reinforces the idea that multiblocks should be 
treated together and not as a single set of data. In general, the proposed 

method achieved results in compliance with the level of overlap defined 
in data setup for all α values. Efficiency was practically similar when the 
levels of 0.01 and 0.05 were compared, but showed a decrease when α 
was equal to 0.1. It was expected, that the orthogonalization process 
would reduce the number of latent variables when comparing the model 
that crossed both blocks of data. 

The proposed method was also performed with respect to simulated 
data with different noise levels (Table 2S) and different overlapping 
degrees between target and non-target classes (Table 3S). In the first 
scenario, three noise levels were used, 1%, 5% and 15%, keeping the 
level of overlap between target samples constant and not exceeding 10% 
and with the acceptance area delimited to 95% of statistical confidence. 
Between 1% and 5%, the method proved to be stable, exhibiting an ef
ficiency of classification close to the level of overlap between classes. 
When the data showed high residuals, however, a drop in the effec
tiveness of the proposed method was observed. On the other hand, when 
the noise level was kept at 1% and different degrees of overlap (10%, 
20% and 30%) were adopted, it was observed that the method was able 
to classify the samples with the expected effectiveness. 

4.2. Wine classification 

Tokaj wines are a very special type of sweet botrytized wine pro
duced in the Tokaj region of Hungary and Slovakia. In addition, it is one 
of the most famous Slovak commodities with protected designation of 
origin. Thus, in this case study, the proposed method was applied to 
differentiate Slovak Tokaj wines. The target class included the most 
expensive and rare types of Tokaj wine called Tokaj Selection 2- to 6- 
putňa index and Tokaj Essence. On the other hand, the non-target 
samples included in the test set were Slovak Tokaj wines of lower 
commercial value with the intent to imitate possible fraudulent sce
narios (Furdíková et al., 2021). 

In order to achieve high classification efficiency, UV–VIS and IR 
spectra were combined (Fig. 2a). The UV–VIS absorption spectra convey 
information related to organic compounds such as polyphenols origi
nated from the grapes and subsequent fermentation or aging processes. 
On the other hand, IR spectra reflect important information about 
compounds like sugars, glycerol and many different organic compounds 
such as organic acids, various alcohols, esters, carbonyl compounds, and 
terpenes (Gomes et al., 2021; Machyňáková et al., 2021). In order to 
assess synergy between the two data sets, the UV–VIS and IR blocks were 
treated by PCA decomposition separately. The results are shown in 
Fig. 2b and 2c. The most important information is that both data sets 
contain chemical information able to distinguish the target class from 
other types of Tokaj wine. In both cases, however, some degree of 

Table 1 
Statistical summary of fit and test data sets.  

Method (LV)* Data α1/ 
α2 

SENTrain SENTest SPCTest EffTest 

OC-PLS (1) Block 1   0.98  0.97  0.52  0.79 
OC-PLS (2) Block 2   1.00  0.86  0.42  0.68 
OC-PLS (4) Row-wise  0.01  0.99  0.49  0.93  0.66 
SO-OC-PLS (2/ 

1) 
Multiblock   0.99  0.88  0.96  0.90  

OC-PLS (1) Block 1   0.89  0.94  0.57  0.79 
OC-PLS (2) Block 2   0.95  0.75  0.52  0.66 
OC-PLS (4) Row-wise  0.05  0.91  0.30  0.98  0.57 
SO-OC-PLS (2/ 

1) 
Multiblock   0.93  0.88  0.96  0.90  

OC-PLS (1) Block 1   0.85  0.86  0.60  0.75 
OC-PLS (2) Block 2   0.89  0.66  0.56  0.62 
OC-PLS (4) Row-wise  0.10  0.79  0.20  0.98  0.51 
SO-OC-PLS (2/ 

1) 
Multiblock   0.87  0.77  0.98  0.85 

*Latent variables. 
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overlap between the classes is visible. Each type of data shows overlap 
between different samples indicating that their combination in one 
multiblock could improve results. 

In previous our work, UV spectra (Gomes et al., 2021) were used to 
distinguish Slovak Tokaj wine samples from those of Hungarian and 
Ukrainian origin, while IR spectra (Machyňáková et al., 2021) made it 
possible to classify Slovak samples into ordinary wines and special se
lections. However, in both cases, samples of the type Tokaj essence were 
misclassified. 

Afterward individual blocks, row-wise augmented matrix and mul
tiblock structure required by proposed method underwent LOOCV 
treatment, in order to access the appropriate number of latent variables, 
as can be seen in Fig. 3. Ten and eight latent variables were selected for 
individual blocks respectively. When both blocks were processed 
together, fewer factors were required to minimize the standard devia
tion of residuals in cross validation. When the data were processed in the 
row-wise agumnetated structure, only 4 latent variables were required; 
and finally only 3 (1 for UV data and 2 IR data) were used in our pro
posed method. As mentioned earlier, SO-OC-PLS is based on a sequen
tially orthogonalization process and therefore the order of the blocks 
influences the results. Both possibilities were evaluated, but UV–VIS was 
chosen as block 1 and IR as block 2, considering the increased 
complexity of the information in each data set. Opposite block order 
showed only 67% of classification efficiency for predicting the test set 
(both α1 and α2 = 0.05). 

Fig. 3a and 3b confirm that a large number of latent variables are 
needed to minimize standard deviation of residuals in cross validation if 
individual blocks are used. However, when row-wise augmented 
(Fig. 3c) and multiblock orthogonally sequenced data (Fig. 3d) were 
processed by OC-PLS, the number of latent variables was significantly 
reduced. This observation supports our idea that both data sets were 
able to improve the classification results. 

The distances acr and SD were calculated, and the limits of the 
acceptance area were estimated for each scenario considering both α 
0.05. If the UV–VIS and IR blocks were treated separately, all samples of 
the training set would fall within the acceptance area, reaching 
maximum sensitivity (Fig. 4a and 4b). The models involving both blocks 
(Fig. 4c and 4d) were more parsimonious in a number of latent variables, 
which resulted in a decrease of sensitivity in the training set. However, 
in the proposed method, it is important to note that the reduced number 
of latent variables provide consistent results, in terms of a prior (1-α) and 
estimated sensitivity are close each other, consequently indicating 
absence of both over and under fittings. 

In order to investigate stability of the proposed algorithm, various α 
values were tested and results are shown at Table 2. The models 
remained stable with high sensitivity to values of α equal to 0.01 and 
0.05 in the training stage; however, as expected, a decrease in sensitivity 
was observed for α equal to 0.1. All models were considered well fitted; 
and they were used to predict an independent test set composed by both 
target and non-target samples in order to validate them. Table 2 shows 
high sensitivity for all cases regardless of confidence levels used. The 
position of the test samples in relation to the acceptance area is shown in 
Fig. 4S. Completely different results were observed for specificity. The 
data for UV–VIS (Fig. 4Sa) achieved a fairly reasonable specificity for α 
of 0.1, while maintaining high sensitivity. 

IR data (Fig. 4Sb) and row-wise augmented data structure (Fig. 4Sc) 
show similar results, however the UV–VIS and IR data treated together 
showed similar result using only 2 variables. Sole IR data achieved 
similar efficiency with 8 latent variables. If only 2 latent variables were 
used for IR data, a dramatic drop in efficiency would be observed. This 
conclusion reinforces the idea that both blocks carry information 
capable of distinguishing the target class from the other samples; 
treating them as a single set of data, however, did not enable exploration 
of overall synergy between them. 

On the other hand, when the data blocks were treated adequately by 
discarding redundant information in the orthogonalization stage and 

Fig. 2. Wine classification (a) data sets: at the top, upper side, the UV–Vis 
spectra are displayed, on the bottom, lower side the infrared spectra are dis
played. The training and test sets are on the right and left sides, respectively. 
PCA score plots for (b) UV–Vis and (c) IR raw spectra, derivative spectra used to 
build the models can be viewed in Supplementary Material Fig. 3S. The 
numbering of samples is the same in all figures. 
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only the distinct information included in the final model, a good 
compromise between sensitivity and selectivity was achieved in the test 
set (Fig. 4Sd). When α equal to 0.05 is selected, the sensitivity reaches 

highest values, and the specificity reaches 0.94. Going even further, for α 
equal to 0.1, the proposed method is able to adequately exploit the 
useful information for target and non-target class reaching 100 % 

Fig. 3. Standard deviation of residuals in cross validation (a) for UV–VIS; (b) IR; (c) row-wise augmented data; (d) the proposed method.  

Fig. 4. Acceptance area considering α1 (SD) = 0.05 and α2 (acr) = 0.05 for (a) UV–Vis, (b) IR, (c) row-wise augmented and (d) proposed method. Blue squares are 
the true positives and red squares are the false negatives. The green lines represent the limits of the acceptance area. (For interpretation of the references to colour in 
this figure legend, the reader is referred to the web version of this article.) 
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specificity and sensitivity in the test set (see Table 2). Thus, even Tokaj 
essence type samples could be properly classified. 

5. Conclusions 

In this work, one class model based on PLS regression coupled to 
sequential orthogonalization was presented as a new method to deal 
with multiblock data processing for food integrity issues. The proposed 
method was evaluated in a simulated data case study and also the use of 
UV–VIS and IR data fusion was explored for the classification of Slovak 
Tokaj Selection wines. In both cases, the proposed method improved the 
results in relation to a general disregard for the structure of multiblocks. 
Properly treated multiblocks have been reported to significantly 
improve food classification. In the proposed method, the orthogonali
zation of a block in relation to the others is used to discard the common 
and retain only distinct information. This permitted estimation of an 
acceptance area with high efficiency in the prediction step. 
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